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Learning Objectives

By the end of this activity, the audience will be able to:

- Describe an early two early uses and potential benefit of AI use in two different 
fields of medicine

- Identify at least one caveat to current use of AI

- Name at least one guiding principle for health equity, security or consumer 
protection in AI



https://www.nature.com/articles/d41586-023-03302-0

https://postgraduateeducation.hms.harvard.edu
/trends-medicine/how-artificial-intelligence-
disrupting-medicine-what-means-physicians

https://www.healthcareitnews.com/video/medical-
students-get-training-ai

https://www.wsj.com/tech/ai/artificial-
intelligence-medicine-innovation-6739b4f8







https://www.pewresearch.org/science/2023/02/22/60-of-americans-would-be-uncomfortable-with-
provider-relying-on-ai-in-their-own-health-care/



What does AI in Medicine look like?

Two Main Categories:
- Autonomous
- Decision Support tools

- April 2019: First time the U.S. Food and 
Drug Administration (FDA) approved a 
device that was authorized to provide a 
screening/clinical decision independent of 
physician confirmation (IDx-Dr, a software 
program to assess the progression of 
diabetic retinopathy based on images)

- Amplifying drug and biomarker discovery 
and development

- Clinician decision support tools
- Imaging/radiology detection and 

diagnostic support tools
- Precision Medicine

- Ex: reductions in mortality from sepsis by 
using an algorithm to predict sepsis and 
having that verified by clinicians

Bhalla S, Laganà A. Artificial Intelligence for Precision Oncology. Adv Exp Med Biol. 2022;1361:249-268.

Mikdadi D, O'Connell KA, Meacham PJ, Dugan MA, Ojiere MO, Carlson TB, Klenk JA. Applications of artificial intelligence (AI) in ovarian cancer, pancreatic cancer, and 
image biomarker discovery. Cancer Biomark. 2022;33(2):173-184.

Ratner M. FDA backs clinician-free AI imaging diagnostic tools. Nat Biotechnol. 2018 Aug 6;36(8):673-674. doi: 10.1038/nbt0818-673a. PMID: 30080822.

Liu Z, Roberts RA, Lal-Nag M, Chen X, Huang R, Tong W. AI-based language models powering drug discovery and development. Drug Discov Today. 2021 
Nov;26(11):2593-2607. doi: 10.1016/j.drudis.2021.06.009.

https://www-sciencedirect-com.offcampus.lib.washington.edu/topics/medicine-and-dentistry/diabetic-retinopathy


AI in Telemedicine

- Operationalized as:

o tele-assessment

o tele-diagnosis

o tele-interactions

o tele-monitoring

Kuziemsky C, Maeder AJ, John O, Gogia SB, Basu A, Meher S, Ito M. Role of Artificial Intelligence within the Telehealth Domain. Yearb Med Inform. 2019 
Aug;28(1):35-40.



CBT for Chronic Pain using AI

• Study question: Can using AI that incorporates feedback on patient progress 1) 
improve a cognitive behavioral therapy intervention for chronic pain (CBT-CP) via 
phone (compared to standard telephone CBT-CP) and 2) reduce therapist time?

• 278 patients received 10 weeks of CBT-CP
§ AI-CBT-CP group: An AI engine processed patient feedback via daily interactive voice response 

calls to make weekly recommendations to adjust time of session (a 45-minute or 15-minute) or 
method (by phone with therapist vs an individualized IVR-delivered therapist message).

§ Comparison group received 10 therapist-delivered telephone CBT-CP sessions (45 minutes)

Piette JD, et al. Patient-Centered Pain Care Using Artificial Intelligence and Mobile Health Tools: A Randomized Comparative Effectiveness 
Trial. JAMA Intern Med. 2022 Sep 1;182(9):975-983. 



CBT for Chronic 
Pain using AI

Piette JD, et al. Patient-Centered Pain Care Using Artificial Intelligence and Mobile Health Tools: A 
Randomized Comparative Effectiveness Trial. JAMA Intern Med. 2022 Sep 1;182(9):975-983. 

• A greater proportion of patients 
receiving AI-CBT-CP had clinically 
meaningful improvements at 6 months 
(37% vs 19%; P = .01) and pain intensity 
scores (29% vs 17%; P = .03). 

• Pain therapy using AI-CBT-CP required 
less than half of the therapist time as 
standard CBT-CP.



Dermatology: 
Improving 
Telemed Photo 
Quality with AI

- QI study to determine if an AI decision support tool could improve quality of photos submitted to tele-
derm by providing real-time feedback and explanations to patients taking the photos.

- AI decision support tool

- using an deep learning models and classic computer vision algorithms
o trained on retrospective telemedicine images (taken from Stanford EHR)
o output directly to patients an overall classification of good or poor quality and if poor quality, an explanation for the poor quality.

Vodrahalli K, Ko J, Chiou AS, Novoa R, Abid A, Phung M, Yekrang K, Petrone P, Zou J, Daneshjou R. Development and Clinical Evaluation of an Artificial 
Intelligence Support Tool for Improving Telemedicine Photo Quality. JAMA Dermatol. 2023 May 1;159(5):496-503. doi: 
10.1001/jamadermatol.2023.0091. PMID: 36920380; PMCID: PMC10018405.





Dermatology: Improving Telemed Photo Quality 
with AI

- 98 patients (mean age 49.8 years) and 357 images

- Patients using a machine learning algorithm had a 68% reduction in the number of poor-
quality images compared with baseline.

Vodrahalli K, Ko J, Chiou AS, Novoa R, Abid A, Phung M, Yekrang K, Petrone P, Zou J, Daneshjou R. Development and Clinical Evaluation of an Artificial 
Intelligence Support Tool for Improving Telemedicine Photo Quality. JAMA Dermatol. 2023 May 1;159(5):496-503. doi: 
10.1001/jamadermatol.2023.0091. PMID: 36920380; PMCID: PMC10018405.



Ophthalmology: Tele-screening for 
Retinopathy

• Retinopathy of prematurity (ROP) is a leading cause of preventable blindness that 
disproportionately affects children born in low- and middle-income countries

• Telemedicine screening programs are effective

• They require expensive and hard to access widefield digital fundus imaging (WDFI) 
cameras

• Cheaper, smartphone-based fundus imaging (SBFI) systems have have a narrower field 
of view (FOV) and relatively untested in telemedicine

• Goal: To assess the efficacy of SBFI systems compared with WDFI when used by 
technicians for ROP screening with both artificial intelligence (AI) and human graders 
in India.

Young BK et al. Efficacy of Smartphone-Based Telescreening for Retinopathy of Prematurity With and Without Artificial Intelligence in India. JAMA 
Ophthalmol. 2023 Jun 1;141(6):582-588.
Coyner AS et al. External Validation of a Retinopathy of Prematurity Screening Model Using Artificial Intelligence in 3 Low- and Middle-Income Populations. 
JAMA Ophthalmol. 2022 Aug 1;140(8):791-798. 



Ophthalmology: Tele-screening for 
Retinopathy

• All participants had wide field images and from 1 of 2 smart phone devices

• N = 156 infants

• Human graders were effective with SBFI at detecting TR-ROP with a sensitivity of 
100% and specificity of 83.49%.

• For the AI system, the sensitivity of detecting TR-ROP sensitivity was 100% with 
specificity of 58.6%

• key findings regarding AI: autonomous AI-based image interpretation was 
effective for detection of TR-ROP using the SBFI devices.

Young BK et al. Efficacy of Smartphone-Based Telescreening for Retinopathy of Prematurity With and Without Artificial Intelligence in India. JAMA 
Ophthalmol. 2023 Jun 1;141(6):582-588.
Coyner AS et al. External Validation of a Retinopathy of Prematurity Screening Model Using Artificial Intelligence in 3 Low- and Middle-Income Populations. 
JAMA Ophthalmol. 2022 Aug 1;140(8):791-798. 



Concerns and Caveats

- Accuracy

- Health equity

- Data security

- HIPAA

- Lack of regulation keeping up with advancements



Accuracy



Health Equity and AI

- How to develop AI that won’t preserve 
biases built over decades in the US 
health care system?

- AI-enabled technologies might allow us 
to reach a people and places, more 
quickly, with more specialties, or 
diminish diagnostic error

Hswen Y, Voelker R. New AI Tools Must Have Health Equity in Their DNA. 
JAMA. 2023;330(17):1604–1607.



Health Equity and AI

- "The training sets—the way that we build 
these models and how we train them—if 
they’re built off of existing ways in which 
we work, existing ways in which our 
societies and our medical systems are 
structured, there’s a great risk of it 
introducing or perpetuating the biases 
that we’ve been experiencing as a system 
for generations now and in some ways for 
hundreds of years. We have to 
deliberately design that out of AI."

Hswen Y, Voelker R. New AI Tools Must Have Health Equity in Their DNA. 
JAMA. 2023;330(17):1604–1607.



Concerns about product development

- Study found that only 11 of all 118 FDA cleared AI algorithms (from 2008 to April 
2021) had >1000 patients for validating the AI

§ Among those, only one reported validation from two different clinical sites.

§ lack of comprehensive and standardized information about the AI algorithm makes it difficult for 
product comparison.

Lin M. What's Needed to Bridge the Gap Between US FDA Clearance and Real-world Use of AI Algorithms. Acad Radiol. 2022 Apr;29(4):567-568. doi: 
10.1016/j.acra.2021.10.007.



FDA Policy 
Recommendation
s for AI in Med

- FDA has approved several clinical support devices, from breast cancer screening 
to diagnostic support tools for diabetic retinopathy

- Concerns remain:

- 4 major opportunities in regulating AI-driven clinical support devices: algorithmic 
transparency, evidentiary standards, 510(k) premarket notification pathway 
eligibility, and bias evaluation

Habib AR, Gross CP. FDA Regulations of AI-Driven Clinical Decision Support Devices Fall Short. JAMA Intern Med. 2023;183(12):1401–1402.
Lee JT, Moffett AT, Maliha G, Faraji Z, Kanter GP, Weissman GE. Analysis of devices authorized by the FDA for clinical decision support in critical care.  JAMA Intern Med. Published 
online October 9, 2023.
Potnis KC, Ross JS, Aneja S, Gross CP, Richman IB. Artificial Intelligence in Breast Cancer Screening: Evaluation of FDA Device Regulation and Future Recommendations. JAMA Intern Med. 
2022 Dec 1;182(12):1306-1312. doi: 10.1001/jamainternmed.2022.4969. PMID: 36342705; PMCID: PMC10623674.
Format:



Future concerns regarding liability

• "Legal scholars have classified eight scenarios involving a physician’s use of an 
autonomous AI system that are relevant to malpractice liability, and they 
hypothesized that there are only two scenarios in which the physician might face 
liability: (A) the system correctly recommends management that corresponds with 
the current standard of care, and the physician disregards this recommendation, 
resulting in patient harm; and (B) the system erroneously recommends 
management that is nonstandard care, and the physician follows this 
recommendation which results in patient harm"

Saenz AD, Harned Z, Banerjee O, Abràmoff MD, Rajpurkar P. Autonomous AI systems in the face of liability, regulations and costs. NPJ Digit Med. 2023 Oct 6;6(1):185. doi: 
10.1038/s41746-023-00929-1. PMID: 37803209; PMCID: PMC10558567.
Price WN, Gerke S, Cohen IG. Potential liability for physicians using artificial intelligence. Jama. 2019;322:1765–1766. 



Questions?

Jessicaw@tribalhealthconnections.com


